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Целью вступительного испытания является определение подготов-

ленности поступающего к освоению основной образовательной программы 

магистратуры по направлению 02.04.03 Математическое обеспечение и ад-

министрирование информационных систем. 

 

Задачи вступительного испытания: 

– оценка знаний и умений абитуриента в области интеллектуальной обра-

ботки данных; 

– оценка навыков самостоятельного овладения знаниями, необходимыми 

для успешного освоения основной образовательной программы магистра-

туры; 

– выявление мотивационной готовности поступающего к обучению в маги-

стратуре, способностей к развитию своих профессиональных знаний, про-

ведению прикладных исследований. 

 

Требования к уровню подготовки поступающих 

Поступающий в магистратуру по направлению 02.04.03 Математиче-

ское обеспечение и администрирование информационных систем должен 

знать: методы обработки экспериментальных данных; методы оценивания 

результатов исследований с использованием методов анализа данных; 

функциональные возможности программных средств в области обработки 

результатов экспериментов; математические методы и современные при-

кладные программные средства для обработки разнотипной информации; 

методические подходы к формализации и структуризации информации;  

уметь: оценивать, обрабатывать и описывать результаты исследований; об-

рабатывать результаты научного эксперимента с помощью специализиро-

ванных программных средств; анализировать данные с использованием ма-

тематических методов и методов компьютерного моделирования; разраба-

тывать способы представления информации для анализа и принятия реше-

ний;  

владеть: навыками обработки данных, анализа полученных эксперимен-

тальных результатов; навыками использования специализированных про-

граммных средств при проведении научных экспериментов; математиче-

скими методами и методами компьютерного моделирования для решения 

прикладных задач; приемами работы с алгоритмами анализа данных.  

 

Форма вступительного испытания – письменный экзамен. 

Продолжительность вступительного испытания – 120 минут. 
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Структура вступительного испытания и критерии оценки 

Каждый вариант экзаменационной работы включает в себя опреде-

ленное количество заданий, различающихся формой и уровнем сложности. 

В экзаменационной работе предложены следующие типы заданий: 

1) тестовые задания закрытого типа с выбором одного ответа – 21 за-

дание; 

2) тестовые задания открытого типа с развернутым ответом (полная 

запись ответа с обоснованием). 

Задания второго типа имеют две разновидности: 

1) задания на воспроизведение базовых понятий и определений – 4 

задания; 

2) задания на проверку сформированности умений и навыков выпол-

нения отдельных этапов анализа данных, применения алгоритмов обработ-

ки, а также соответствующего программного обеспечения – 5 заданий. 

Задания оцениваются разным количеством первичных баллов в зави-

симости от их типа и сложности. 

Тестовые задания закрытого типа оцениваются путем сравнения дан-

ного поступающим варианта ответа с кодом верного ответа. Оценка дихо-

томическая – «выполнено» в случае совпадения с кодом верного и «не вы-

полнено» – в случае несовпадения. Правильно выполненное задание оцени-

вается в один балл.  

Максимальный первичный балл (3 балла) за задания на воспроизве-

дение базовых понятий и определений выставляется за полный и точный от-

вет на поставленный вопрос. 

При наличии незначительных ошибок, например, неотражение от-

дельных элементов понятия, использование неточных терминов, не влияю-

щих на общий смысл ответа, задание оценивается в 2 первичных балла.  

При наличии грубых ошибок или неполноте ответа, например, отсут-

ствие ключевых позиций определения, значимых элементов описываемого 

ответа, задание оценивается в 1 первичный балл. 

Отсутствие ответа или его некорректность (принципиальные ошиб-

ки) оценивается в 0 первичных баллов. 

Максимальный первичный балл (5 баллов) за задания на проверку 

сформированности умений выполнения отдельных этапов интеллектуальной 

обработки данных, на умение использования типовых расчетов, моделей и 

стандартов выставляется за полный и точный ответ на поставленный во-

прос. 
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При наличии незначительных ошибок, например, синтаксических, не 

влияющих на общий смысл решения и результат, задание оценивается в 4 

первичных балла.  

При наличии ошибок, например, арифметических, ошибок использо-

вания оператора, не влияющих на общий смысл решения, но приводящих к 

неверному результату, задание оценивается в 3 первичных балла.  

При наличии грубых ошибок, например, некорректное выполнение 

одного из этапов решения, влияющих на общий смысл решения и результат, 

неполучение конечного результата при правильном ходе решения, задание 

оценивается в 2 первичных балла.  

При наличии принципиальных ошибок, например, использование не-

верной формулы или метода, влияющих на общий смысл решения и резуль-

тат, задание оценивается в 1 первичный балл.  

Отсутствие ответа или его принципиальная неверность оценивается в 

0 первичных баллов. 

Набранное количество первичных баллов пересчитывается в итого-

вые баллы в соответствии с таблицей 1. 

Таблица 1 - Перевод первичных баллов в итоговые 

Первичные баллы 1 2 3 4 5 6 7 8 9 10 11 12 

Итоговые баллы 4 8 12 16 20 24 28 32 36 40 44 48 

Первичные баллы 13 14 15 16 17 18 19 20 21 22 23 24 

Итоговые баллы 52 56 57 58 59 60 61 62 63 64 65 66 

Первичные баллы 25 26 27 28 29 30 31 32 33 34 35 36 

Итоговые баллы 67 68 69 70 71 72 73 74 75 76 77 78 

Первичные баллы 37 38 39 40 41 42 43 44 45 46 47 48 

Итоговые баллы 79 80 81 82 83 84 85 86 87 88 89 90 

Первичные баллы 49 50 51 52 53 54 55 56 57 58   

Итоговые баллы 91 92 93 94 95 96 97 98 99 100   

 

Минимальное количество баллов, подтверждающее успешное 

прохождение вступительного испытания 

Минимальное количество баллов (итоговых), подтверждающее 

успешное прохождение вступительных испытаний при приеме на обучение 

по образовательным программам высшего образования (программам маги-

стратуры) в ФГБОУ ВО «Орловский государственный университет имени 

И.С. Тургенева» составляет 51 балл.  
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Содержательная часть вступительного испытания 

1. Основы искусственного интеллекта  

Общее представление об искусственных нейронных сетях. Примене-

ние нейронных сетей. Передаточные функции нейронов, виды передаточных 

функций: пороговая, линейная с насыщением, сигмоидная, логистическая, 

гиперболический тангенс, Гауссова кривая. Понятие об архитектуре, тополо-

гии, обучении нейронных сетей. Обучение различных типов нейронных се-

тей. Обучение с учителем, без учителя. Алгоритм обратного распространения 

ошибки. Оптимизация количества слоев, количества нейронов на слоях. 

Применение метода анализа чувствительности.   

2. Статистические методы анализа данных 

Основные типы данных. Основные этапы эмпирического исследова-

ния. Группировка данных. Методы нормализации или стандартизации дан-

ных. Основные задачи анализа данных. Классификация методов обработки 

данных. Методы выявления и устранения аномальных наблюдений. Разве-

дочный анализ данных.  

3. Методы машинного обучения 

Кластерный анализ. Свойства кластеров. Расстояния между кластера-

ми. Методы группировки кластеров. Иерархические методы кластеризации. 

Итеративные методы. Метод к-средних. Методы классификации. Методы по-

строения деревьев решений. Задача понижения размерности. Наивный байе-

совский классификатор. Множественный корреляционно-регрессионный 

анализ. Классическая модель множественной регрессии. 
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